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1.  Preliminaries: Scope of this Document

This primer describes the operation of the Cisco Catalyst 2924XL, a switching device that supports local area networking.  The primer is intended primarily for use in the ETSU computer science (CSCI) department’s networking laboratory, located in 6 Wilson-Wallis Hall.  The primer was written a lab manual, and was written neither as a text on switching, nor on the 2924XL.  It should be supplemented, as needed, with information from standard Cisco references like [Lammi99].

This primer is organized as follows:

· Section 2 describes the configuration of the ETSU Networking Laboratory.

· Section 3 describes the basic theory of switched network XE "Network"  operation.  The discussion includes a description of the constraints that the Catalyst 2924XL imposes on the operation of the underlying network XE "Network" .

· Section 4 describes the basic operation of a 2924 XL switch XE "switch" .  This discussion includes a description of how to power the switch on and off, and how to read the switch’s front panel display.

· Section 5 describes the basic features of the 2924 XL’s operating system, IOS.

· Section 6 discusses the use of IOS to manage a basic, single-switch XE "switch" , single-virtual-local-area-network XE "Network"  (VLAN).

· Section 7 discusses the use of IOS to manage a basic, single-switch XE "switch" , multiple-VLAN network XE "Network" .

· Section 8 discusses the use of IOS to manage a basic, multiple-switch XE "switch" , single-VLAN network XE "Network" .

· Section 9 discusses the use of IOS to manage a basic, multiple-switch XE "switch" , multiple-VLAN network XE "Network" .

· Section 10 discusses advanced switch XE "switch"  configuration features.
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2.  Introduction to the CSCI Networking Laboratory 

The ETSU CSCI networking laboratory is located in the basement of the ETSU Technology Department building, in 6 Wilson-Wallis Hall.  The lab currently consists of twenty PCs, four unintelligent hubs XE "Hub" , two rack-mounted 2924XL switches, and two Zenith 386 laptop computers.  

Sixteen of the networking lab’s PCs are situated on the tables just inside the north end of 6 Wilson-Wallis (cf. Figure 1).  The remaining four PCs are on a table, to the right of this group of sixteen. All 20 PCs are currently being used for networking II class.

The department’s two 2924XL switches are normally locked in a closet adjacent to the networking lab PCs.  This closet, Wilson-Wallis 6B, is opened under faculty supervision. 
Each of the two 2924 XL switches is mounted in its own rack.  Both racks are on rollers.  One rack also supports a power supply, but this power supply should not be used to power any lab equipment.

The Zenith 386 laptops are ordinarily stored in the racks.  The laptops, which are used to configure the switches, connect to the switches using an RJ45-to-RJ45 rollover cable with a DB9 adaptor (cf. Figure 2).
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3.   Overview of Catalyst 2924XL Networks

Section 3 presents a broad overview of 2924XL-based networks.  Section 3.1 discusses the basic operation of switched networks.  Section 3.2 describes the two basic configurations of 2924-XL based networks: single-switched and clustered.  Section 3.3 lists prerequisites for 2924-XL-based LAN operation.

3.1. Basic Operation of Switched Local Area Networks 
Switch is a term that has different meanings in different contexts.  In computing, a switch XE "switch"  is a device that manages traffic through a network XE "Network" : an arrangement of internal devices, media, and end-user devices that supports transparent communication among the end-user devices.  A switch is a kind of device that sits at the logical center of a LAN, relaying traffic among the end-user devices.  

Switches, in their role as relays, provide networks with three kinds of services:
· Message forwarding XE "Message Forwarding" .  A switch XE "switch"  conveys each message that it receives to its proper destination, so long as the source and destination belong to the same local area network XE "Network" , and the destination’s link to the switch is inactive. 

· Message filtering XE "Message Filtering" .  A switch XE "switch"  ensures that devices receive only those messages that they are entitled to receive. 

· Parallel message forwarding XE "Parallel message forwarding" .  A switch XE "switch"  should be capable of relaying multiple messages simultaneously, so long as those messages are destined for different end-user devices.  The number of message that a switch can forward in parallel is one of the factors that determines a switch’s cost.

A switch XE "switch"  is classified by the kind of protocol it uses to identify a message’s destination.  Commercial switches are designed to deliver messages based on any of the following identifiers:

· Medium Access Control XE "Medium Access Control"  (MAC) address:  a 48-bit identifier, hardwired into a computer’s network XE "Network"  interface card (NIC), that uniquely identifies the network XE "Network"  interface for which a message is destined;

· Internet Protocol XE "Internet Protocol"  (IP) address:  a 32-bit identifier, assigned to a computer’s network XE "Network"  interface card by a network XE "Network"  administrator, that uniquely identifies the network XE "Network"  interface for which a message is destined; 

· TCP/UDP XE "TCP/UDP"  service access point:  a 64-bit identifier [32-bit IP + 16-bit protocol ID + 16-bit port ID], assigned to a logical stream of information that flows into a computer via a network XE "Network"  interface card, that (indirectly) identifies the task for which a message is destined;

· Uniform Resource Locator (URL) XE "Uniform Resource Locator (URL)" :  a unique identifier, assigned to a position in a virtual hierarchy of services and directories associated with a network XE "Network"  interface card that identifies the service for which a message is destined, as well as selected parameters for service access.

The four types of switches that recognize these four kinds of identifiers are known respectively as layer 2 switches, layer 3 switches, layer 4 switches, and layer 7 switches.  The layer n terminology refers to correspondences between the protocols that define these four kinds of destination names and a multi-tiered model of network XE "Network"  operation known as the OSI model.   In the OSI model of network XE "Network"  operation, layers 2, 3, 4, and 7 correspond to protocols that support local communication, IP-based communication, TCP/UDP XE "TCP/UDP" -based communication, and inter-application communication, respectively.  [Note: there is some debate about whether layer 4 switches and layer 7 switches should be called switches or demultiplexers, but this debate is irrelevant to the current discussion.]

The Cisco Catalyst 2924XL is a layer 2 switch XE "switch" .  A layer 2 switch XE "Layer 2 switch"  manages network XE "Network"  traffic for a single LAN XE "LAN" : a network XE "Network"  of small extent where all end-user devices “speak” a common protocol.  Layer 2 switches are one of three standard kinds of network XE "Network"  devices for managing LAN traffic, the other two being bridges and (unintelligent) hubs XE "Hub" .   The key points of comparison between switches, hubs XE "Hub" , and bridges are as follows:

· (Unintelligent) hubs XE "Hub" , are cheap, slow devices.  Hubs, like switches, support message forwarding.  Hubs, however, simply forward every incoming message to every device on the hub, regardless of the message’s intended destination.  This lack of support for filtering also precludes the possibility of parallel forwarding. 

· Bridges XE "Bridges" , like switches, forward and filter messages.  Bridges, however, do not support parallel forwarding.
3.2 Basic Configuration of 2924 XL-Based Local Area Networks

The Catalyst 2924 XL switch XE "switch"  is designed to support Ethernet LANs.  A 2924 XL-based LAN can be configured in one of two ways: with a single switch as a relay device, or with anywhere from two to sixteen switches working together to relay traffic.  The second arrangement, known as a cluster, has two advantages over single-switch LANs: the ability to support more than 24 networked devices, and the ability to use redundant switches to handle failure.

Catalyst 2924 XL switches can also be configured to support virtual LANs (VLAN XE "VLAN" s).   A virtual LAN is a set of switched devices that share message traffic with each another—and not, as a rule, with any other devices attached to the switch XE "switch" .  Virtual LANs are created and managed using Cisco VLAN management commands.  These commands allow a network XE "Network"  administrator to configure a switch’s 24 ports, say, as 4 virtual LANs of 6 devices each—and to prevent devices on each VLAN from accessing any traffic on any of the other three.  This partitioning of the network XE "Network" ’s traffic can improve network XE "Network"  performance by shielding users from uninteresting broadcast traffic: e.g., shielding accounting department traffic from sales traffic and vice-versa.

When a switch XE "switch"  is configured for VLAN support, support for inter-VLAN communication is typically provided by an edge router XE "Edge Router" : a router that is included in all of the switch’s VLANs, and that relays traffic between VLANs at need.  

3.3 Switch-Imposed Prerequisites for LAN Operation

The 2924 XL switch XE "switch"  imposes two sets of prerequisites on LAN operation: one that constrains a LAN’s hardware configuration, and a second that constrains a LAN’s software configuration. 

3.3.1  Constraints on Network Hardware

The 2924 XL imposes the following physical constraints on a LAN’s hardware:

· No more than 24 devices may be attached at any one time to a single 2924 XL switch XE "switch" . 

· Every device must connect to the switch XE "switch"  through a network XE "Network"  interface device (NIC) that conforms to either of two Ethernet interface standards:

· The 10Base-T standard, an 10 Mbps standard for twisted-pair copper wire.

· The 100Base-TX standard, a 100 Mbps standard for twisted-pair copper wire.

· The cable that connects each device to the switch XE "switch"  must meet minimum standards for Ethernet cabling:

· Cabling for a 10Base-T interface must meet EIA/TIA standards for category 3 wiring;

· Cabling for a 100Base-T interface must meet EIA/TIA standards for category 5 wiring.

Finally, every NIC must be supplied with a hardwired address, known as a medium access control XE "Medium Access Control(MAC)"  (MAC) address, that distinguishes that NIC from all other communications devices.

3.3.2 Constraints on Network Software

Catalyst 2924 XL switches use TCP/IP to support switch XE "switch"  configuration (telnet, http) and management (SNMP).  Before a 2924 XL switch can be inserted into a LAN, that network XE "Network" ’s administrator must configure that LAN for TCP/IP operation.  This work of configuring a LAN for TCP/IP operation involves the following steps:

· Determining a set of identifiers for the LAN’s constituent systems.  These identifiers, known as IP addresses, are 32-bit numbers that are typically written as sequences of dotted octets: e.g., 192.168.1.4.  IP addresses should be set in accordance with IETF standards for IP address assignment:  i.e., obtained through an ISP, or assigned from one of three groups of IP addresses reserved for private use (10.*.*.*, 172.16.*.*, 192.168.*.*).     

· Setting aside one IP address for the exclusive use of a router XE "Router" : a device that, if present on the LAN, forwards all non-local traffic to other networks that are (indirectly) connected to the LAN.

· Setting aside at least one IP address for use by at least one of the network XE "Network" ’s 2924 XL switches.  

A switch XE "switch"  is usually configured with the IP addresses for itself and a router when that switch is first powered up.  At ETSU, the following conventions currently govern the configuration of the lab network XE "Network" :

· Laboratory devices are assigned addresses in the range 10.0.1.0-10.0.255.255.  The CSCI networking lab is currently configured as a self-contained network XE "Network"  that runs without any connections to external networks.  This use of 10.0.*.* addresses is consistent with addressing conventions for networks that are disconnected from the greater Internet. 

· Addresses of the form 10.0.*.1 are reserved for routers. 

· Addresses of the form 10.0.*.2 are reserved for switches. 

· Other 10.0.*.* addresses are assigned to end-user devices.

4.  Overview of 2924 XL Catalyst Switch Operation  XE "switch" . 
4.1 Applying Power to a 2924 XL Switch

A Catalyst 2924 XL does not have an off/on switch XE "switch" .  The switch is started by plugging it into a live 120V electrical outlet, or by plugging it into a dormant 120V outlet, and then powering up the outlet.  A 2924 XL is powered down by physically unplugging the switch, or by discontinuing power to the switch’s 120V outlet.  Currently, the power sources for the 2924 XL switches are the electrical outlets in Wilson-Wallis.  

Please make sure that a switch XE "switch"  has been powered down for at least ten seconds before powering it up.

 4.2 The 2924 XL Front Panel Display: Interpretation and Use

The Catalyst 2924 XL’s front panel display provides information on the switch XE "switch" ’s operating status.  The display can be divided into five parts: four sets of LEDs, and a fifth mode button, on the display’s lower left-hand corner.

The kind of information that the front panel provides depends on the switch XE "switch" ’s current mode of operation.  

When the Catalyst 2924 XL switch XE "switch"  is first powered on, the switch does a power-on self test (POST XE "POST" ).  During the initial POST, the 24 front panel port status LEDs, located above the 24 switch ports, cycle through a sequence of color values:

· When a switch XE "switch"  is first powered on, all port status LEDs should first turn amber.

· After 2 seconds, all port status LEDs should then turn green.

· During the next phase of switch XE "switch"  initialization, the LEDs display the result of a series of eight self-tests.  These self tests update the first eight port status LEDs: the first test updates the first LED, and so on.  When a test completes successfully, its associated LED is turned off; otherwise, the LED goes from green to amber.

The POST’s final outcome is indicated by a switch XE "switch" ’s port status LEDs.  Following a successful self-test, all 24 port status LEDs turn off.  If any LEDs remain on, the POST has failed.  According to Cisco, any errors in the POST are almost always fatal conditions that must be remedied before the switch can operate correctly.

Once the POST completes successfully, the four sets of LEDs provide information on a switch XE "switch" ’s current operating status:

· The system status LED, labeled SYSTEM, shows whether the switch XE "switch"  is off (dark); malfunctioning (amber); or operating correctly (green).

· The redundant power supply LED, labeled RPS, shows whether the switch XE "switch" ’s redundant power input is not receiving power (off); malfunctioning (amber); incorrectly configured (blinking green—shows simultaneous power from an RPS and AC power source); or operational (green), In the current lab configuration, the RPS light should always be off.

· The set of 24 port status LEDs display information on port operation and switch XE "switch"  utilization.  The mode button, located in the lower-left hand corner of the switch’s front panel, determines the type of information that the LEDs display:  

· Port transmission status.  When the switch XE "switch" ’s current display mode is STAT, each LED reports one of five status conditions for its associated port: no link (off), disabled (amber), faulty link (flashing amber), quiet link (green), or active link (flashing green).

· Port speed.  When the switch XE "switch" ’s current display mode is SPD, each LED reports whether its associated link is configured for 100 Mbps operation (green) or not (off).

· Port transmission mode.  When the switch XE "switch" ’s current display mode is FDUP, each LED reports whether its associated link is configured for full-duplex operation (green) or half-duplex operation (off).

· Back plane utilization.  When the switch XE "switch" ’s current display mode is UTL, the LEDs display the switch’s current utilization.  The number of LEDs that are lit shows the current utilization.  For example,
· All lights on: utilization is between 50% and 100%.

· All but one light on (rightmost light out): utilization is between 25% and 49%

· All but two lights on (rightmost two lights out):  utilization is between 12.5% and 24%

· All but three lights on (rightmost three lights out): utilization is between 6.25% and 12.4%

· The set of port mode LEDs, labeled STAT, UTL, FDUP, and SPD, shows the switch XE "switch" ’s current operating mode.  The mode, in turn, indicates the current meaning of the 24 port status LEDs (as described above).

5.   Overview of Cisco’s IOS 

Section 5 discusses IOS, Cisco’s proprietary OS for managing Cisco network XE "Network"  devices.  IOS is standard on Cisco networking devices, including the Catalyst 2924 XL switch XE "switch" .  The section presents an overview of IOS, from the perspective of a potential 2924 XL administrator.  IOS has undergone multiple revisions.  The version of IOS discussed here, IOS 12.0(5.2), is the one running on the two Catalyst switches in Wilson-Wallis 6B.

Section 5 is divided into three sections.  Section 5.1 discusses the IOS operating environment.  Section 5.2 discusses IOS’s command set, including IOS’s similarities to the UNIX operating system.  Section 5.3 concludes with a short discussion of IOS’s internal architecture. 
5.1   Overview of the IOS Operating Environment

IOS runs on a networking device that supports two kinds of program-accessible hardware components:

· Communications hardware.  Cisco switches support two kinds of communications components:

· Console XE "Console" s XE "Console" .  A console is a component that allows a network XE "Network"  device to receive IOS commands from an external computer terminal.

· Interface XE "Interface" s.  An interface is a component that supports communications between the network XE "Network"  devices and a network XE "Network" ’s end-user devices.  Ethernet frames, for example, enter and leave the switch XE "switch"  via its interfaces.

· Program-accessible memories.  Cisco switches support three regions of persistent (non-volatile) memory and one region of volatile memory:

· A region of read-only memory (ROM XE "ROM" ), which contains the power-on self tests; bootstrap logic; and selected operating system software.

· A region of flash memory—an erasable programmable read-only memory that holds the operating system.

· An area of non-volatile random access memory (NVRAM).  NVRAM stores information that must be preserved when a device is powered down, but that may be updated during normal device operation. 

· An area of random access memory, which holds IOS and all IOS-related data during normal IOS operation.

Conspicuously absent from this list of IOS-supported device types is magnetic disk.  The thinking here is that IOS fails to support disk drives because disks are too slow to support the data access rates needed for fast network XE "Network"  management.

5.2   Overview of the IOS Command Set

Cisco provides two separate user interfaces (UIs) for managing switches: a Java-based graphical UI (GUI), implemented as a plug-in for Netscape and IE; and a command-line-based user interface (CLI).  This version of the primer describes only the CLI, for the following three reasons:

· Time constraints.  The author has not yet made time to describe the GUI interface.  

· Clarity of the GUI interface.  The GUI interface is not quite self-documenting, but it is much easier to learn than the CLI—at least, for anyone who has ever used a browser to connect to a device on port 80.

· Limitations of the GUI interface.  The CLI interface appears to be strictly more powerful than the GUI interface.  Commands that can be done only through the IOS CLI—the only interface available through a switch XE "switch" ’s RJ45 console port—include configuring a newly installed switch and recovering from a lost password. 

The IOS CLI should seem familiar to users of UNIX and MS/DOS.  IOS resembles single-user UNIX in three key ways:  

· IOS provides users with two basic Unix-like modes of command execution: 

· An unprivileged mode of operation, referred to here as user mode, that supports commands for querying system status, and making insignificant changes to the system’s configuration.   User mode is the default mode of switch XE "switch"  operation: the one that administrators see when they first plug into a properly configured Cisco switch’s RJ45 port. 

· A privileged mode of operation, referred to here as privileged mode, that supports commands for making major changes to the system’s configuration and operating modes.  IOS privileged mode, like UNIX’s superuser mode, is entered by invoking a password-protected command (enable).   

· IOS supports about a dozen commands that are comparable, in name and operation, to standard UNIX commands.  These include cd, copy, delete, dir, fsck, mkdir, more, pwd, rename, rsh, and traceroute.

· The IOS CLI, like Unix’s bash CLI, supports the use of the up and down arrow keys to scroll through past commands, and the left and right arrow keys to scroll through the current command.

The IOS command set also differs from UNIX in several important ways.  Three areas of difference include the overall structure of the IOS command set; support for tighter access controls; and support for a DOS-like view of memory:

· IOS’s privileged mode of operation is structured as a multi-tiered collection of commands.  

· In UNIX, all privileged commands can be accessed by a person with superuser privileges at all times.  

· In IOS, most switch XE "switch"  configuration commands—including commands for configuring device interfaces, terminal interfaces, VLANs, and “miscellaneous” operating parameters—cannot be accessed from the basic, privileged mode of IOS operation.  To access these commands, the administrator must do the following:

· Invoke mode-change commands that “descend” into one of four submodes of privileged  operation;

· Use the current submode’s special commands to configure the intended resource; then

· Use the exit command to return to the basic mode privileged of operation.

· IOS imposes tighter access controls on system resources than UNIX.  Commands like copy, delete, and rename are privileged, since updating files potentially updates a switch XE "switch" ’s configuration.  

· Finally, IOS, unlike UNIX, presents the user with a device-based view of persistent storage.  The IOS dir command accesses files by device, then by directory within device.  IOS 12.0(5.2), for example, supports top-level devices named flash:, bs:, nvram:, system:,  null:, xmodem:, and ymodem:.

The balance of this section outlines the IOS command set.  The first, Section 5.2.1, surveys the overall structure of the mode-based IOS CLI.  The remaining sections surveys IOS command modes, including user mode (§5.2.2) and privileged mode (§5.2.3, 5.2.3.1), together with the various submodes of privileged mode (§5.2.3.2, 5.2.3.3).  These surveys are broad; detailed discussions of specific commands are largely postponed for later chapters, where they are covered in the context of specific procedures for configuring and managing switch XE "switch"  operation.

5.2.1 The Structure of the IOS CLI:  Overview

The multi-mode IOS CLI supports the following levels of operation:

· User mode.  Entered by powering on the switch XE "switch" , or telnetting into the switch as a privileged mode user.   Characteristic prompt: name of switch, followed by >.

· Privileged mode.  Entered from user mode via the password-protected enable command or by telnetting into the switch XE "switch"  as a privileged user.  Exited using the exit command.  Characteristic prompt: name of switch, followed by #.

· Privileged mode, VLAN database submode.  A mode of operation for defining the overall characteristics of switches VLANs—but not for determinining what switch XE "switch"  ports participate in what VLANs.  Entered from privileged mode via the vlan database command.  Exited using the exit and abort commands.  Characteristic prompt: name of switch, followed by (vlan) #.

· Privileged mode, config submode.  An “everything” else mode of operation, intended for managing—but not necessarily displaying—switch XE "switch"  configuration parameters of all kinds.  Entered from privileged mode via the config command.  Exited using the exit command.  Characteristic prompt: name of switch, followed by (config)#.

· Privileged mode, config submode, interface config sub-submode.  A mode of operation designed specifically for managing a switch XE "switch" ’s interfaces (e.g., Ethernet ports).  Entered from config submode via the interface command.  Exited using the exit command.  Characteristic prompt: name of switch, followed by  (config-if)#.

· Privileged mode, config submode, line config sub-submode.  A mode of operation designed specifically for managing a switch XE "switch" ’s “line” devices (e.g., console port, remote user terminal pseudo-devices (vtys—virtual terminals)).  Entered from config submode via the line command.  Exited using the exit command.  Characteristic prompt: name of switch, followed by  (config-line)#.

This arrangement of nested modes, which is at best clumsy to use, is complicated by practice of allowing “deeper” modes to inherit some, but not all, commands from their parent modes.  The privileged mode’s VLAN database and config submodes, for example, fail to inherit privileged mode’s highly useful show command, which depicts a switch XE "switch" ’s operating parameters.

This characterization of how the IOS CLI is structured differs from the one presented in Cisco’s official documentation.  Cisco’s user documentation describes the IOS CLI as an interface that provides six distinct modes of operation: user mode, privileged mode, VLAN database mode, config mode, interface mode, and line mode.  The view here, however, is that an explicit characterization of the nested IOS interface makes this contorted command set easier to follow.
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5.2.2   IOS User Mode

IOS’s user mode supports commands that leave a switch XE "switch" ’s configuration largely unchanged (cf. Table 1).  These include commands that 

· test the switch XE "switch" ; 

· display switch XE "switch"  status; and 

· configure the CLI for the user’s current terminal.  

A complete list of IOS user mode commands can be obtained by entering a ? after user mode’s characteristic  switchname>  prompt.  

Note:  ? is an important  tool for using the IOS CLI.  Entering  ? at any point in a command prompt directs IOS to display options for the current command, including possible continuations for incomplete commands.

User mode is primarily useful as a starting point for invoking privileged mode.  Privileged mode is entered using the enable command, followed by an optional account name, and—in response to a second prompt—that account’s password.  Forgotten enable passwords can be reset at switch XE "switch"  startup, using a procedure described later in this document.

5.2.3   IOS Privileged Mode

The discussion of IOS privileged mode is divided into three parts:  a description of privileged mode’s top-level mode of operation (cf. §5.2.3.1), followed by descriptions of privileged mode’s two submodes: .one that supports VLAN configuration (cf. §5.2.3.2), and a second that supports other configuration commands (cf. §5.2.3.3), including sub-submodes for interface and terminal configuration.

5.2.3.1   Overview of Top-Level IOS Privileged Mode 

5.2.3.1.1   Top-Level IOS Privileged Mode:  Basic Commands

The Cisco CLI displays the switchname# prompt when privileged submode is active.  Here, switchname is the DNS name currently assigned to the switch XE "switch" .  IOS’s standard privileged mode of operation supports all of IOS’s user mode commands. Along with the commands (cf. Table 2) for doing the following tasks:

· Manipulating switch XE "switch"  operating status.   reload, test, write
· Manipulating files and file systems.   archive, cd, copy, delete, erase, format, fsck, mkdir, more, pwd, rename, rmdir, show file systems, and verify
· Manipulating switch XE "switch"  access control lists.  access-enable, access-template, clear access-list, and clear access-template
· Manipulating switch XE "switch"  hardware configuration.

· fan status and ambient temperature:   show env
· hardware modules:   hw-module
· interfaces:     clear interface, show interface, show port, show power inline, udld reset
· redundant power system:   show rps
· terminals:      lock
· terminal line parameters:  clear line
· Manipulating switch XE "switch"  software configuration.

· debugging messages:  debug, undebug
· terminal access control system:   show tacacs
· logs:  clear logging
· TCP connections:  clear TCP
· time/date:   set clock
· virtual terminal management:   vmps
· virtual terminal domains:   clear vtp
· Manipulating switch XE "switch"  cluster configuration.  Commands include commands for manipulating

· clusters:   cluster setup, cluster enable, cluster standby-group, 
· switch XE "switch"  configuration data recovered by the Cisco Discovery Protocol:   clear cdp
· Manipulating information on the LAN’s configuration.  Commands include commands for manipulating

· ARP tables:   clear arp-cache,  show arp
· host tables:    clear host
· MAC address forwarding table:  clear mac-address-table, show mac-address-table
· multicast data:  clear cgmp and  show cgmp
· Manipulating switch XE "switch"  performance information:  Commands include commands for manipulating data from

· interface controllers:   clear controllers
· interfaces:   clear counters
· TCP connection statistics:  clear TCP
· VLANs:  clear vmps, show vmps statistics
5.2.3.1.2  Top-Level IOS Privileged Mode:  Commands That Enter Submodes

Cisco’s privileged mode supports two submodes for manipulating other sets of configuration parameters: 

· VLAN submode.  The VLAN submode accesses the switch XE "switch" ’s overall VLAN configuration.  VLAN submode is entered from privileged mode by executing  vlan database , and exited via the exit command.

· Global configuration submode.   The global configuration submode, here referred to as config mode, supports commands that manipulate an apparently arbitrary set of switch XE "switch"  configuration parameters.  Config mode is entered from privileged mode by executing  configure , and exited via the exit command.  

The config mode command takes one parameter: the device from which the switch XE "switch"  is being configured.  Typical switch users—i.e., users who change configuration parameters from their terminals—should use the configure terminal form of the command, or enter configure and simply hit enter in response to the request for a configuration device.

5.2.3.2     Overview of IOS Privileged Mode’s VLAN Submode

The VLAN database submode—VLAN submode for short—supports commands that 

· configure a switch XE "switch" ’s virtual LAN parameters, including a VLAN’s IP address and subnet mask, but that

· do not determine a VLAN’s membership (which is determined instead on a per-interface basis).  

The VLAN configuration procedure is interactive and staged.  Administrators choose VLANs to configure, and repeatedly modify a dummy network XE "Network"  configuration until they either adopt the dummy configuration, using the apply command, or abandon it, thereby leaving the current configuration unchanged.

The following is a short list of key VLAN submode commands:

· vlan


specifies the VLAN ID to configure

· vtp


configures the VTP (virtual terminal protocol) mode

· show changes
displays differences between the current and the pending VLAN database.

· show current

displays the current VLAN database

· show proposed
displays the proposed VLAN database

· reset

discards pending VLAN data, and remains in VLAN mode.

· abort 

discards pending VLAN data, and returns to privileged mode.

· apply

accepts the pending VLAN data, updating the cluster, and remains in VLAN mode. 

· exit


accepts the pending VLAN data, updating the cluster, and returns to privileged mode.

The Cisco CLI displays the switchname(vlan)#  prompt when the VLAN database submode is active.  Here, switchname is the DNS name currently assigned to the switch XE "switch" .

5.2.3.3    Overview of IOS Privileged Mode’s Config Submode

The global configuration (config) submode allows administrators to configure aspects of switch XE "switch"  operation unrelated to VLAN operation.

5.2.3.3.1    Config Submode:  Basic Commands

The config submode supports commands for configuring the following families of switch XE "switch"  parameters:

· access control.  Administrators can associate switches with servers that control access to the switches—an IOS feature beyond the scope of this primer.  The enable use-tacacs and tacacs commands control the use of this feature.

· cluster operation.   The cluster command controls the switch XE "switch" ’s operation in LANs with two or more switches.  The cluster command supports the following options:

· management-vlan

specifies the VLAN used to manage the cluster  (default: VLAN 1)

· standby-group

enables redundancy by binding a standby group to the cluster 
· timer


sets the interval between cluster “heartbeat” (i.e., “are you there?”) messages

· holdtime


sets the time to wait before a missed heartbeat message is treated as a switch XE "switch"  failure
· run


enables clustering on a switch XE "switch" 
· enable


specifies the command switch XE "switch" , and names the cluster
· (switch XE "switch" ) hostname.

· intra-cluster routing.  STP, the Spanning Tree Protocol, automatically configures routes through clusters of switches.

· MAC address information.  The mac-address-table command sets parameters for MAC address management.  The mac-address-table command supports the following options:

· aging-time

time that a MAC entry remains in table, without being updated, before being discarded
· dynamic


adds a dynamic (i.e., expirable?) address entry to the MAC table
· secure


adds a secure (i.e., trusted?) address entry to the MAC table
· static


adds a static (i.e., non-expiring) address entry to the MAC table
· multicast operation.  The 2954 XL switch XE "switch"  uses CGMP, the Cisco Group Multicast Protocol, to support multicast operation.  The cgmp command enables cgmp and CGMP-related options.

· network XE "Network"  time protocol operation.  The ntp command controls the operation of the network XE "Network"  time protocol at the switch XE "switch" .  Options of the ntp command address various aspects of ntp service configuration, including error factor estimates (e.g., round-trip delay) and authentication parameters (e.g., server, authentication key).

· SNMP operation.  SNMP, the Simple Network Management Protocol, is a protocol for monitoring networked devices.  The config submode snmp-server command specifies a host to notify following an “interesting” switch XE "switch"  event (trap). 

· VLAN operation.  The shutdown vlan command shuts down traffic on a specified VLAN.

· VTP operation.  The vtp command controls the operation of the virtual terminal protocol.

The Cisco CLI displays the switchname(config)#  prompt when the config submode is active.  

5.2.3.3.2    Config Submode: Commands That Enter Submodes

Cisco’s config submode supports two sub-submodes for manipulating specific sets of configuration parameters: 

· Interface configuration submode.  The interface configuration submode supports the configuration of non-terminal switch XE "switch"  interfaces, including device ports.  This submode is entered by first entering config mode, and then executing the interface command.  Interface configuration submode is exited via the  exit  command.

· Line configuration submode.  The line configuration submode supports terminal configuration, including the console terminal and the switch XE "switch" ’s 16 vty’s (each of which supports one telnet session).  This submode is entered by first entering config mode, and then executing line .  Line configuration submode is exited via the exit command. 

5.2.3.3.3   Overview of Config Submode’s  Interface Submode 

The config submode’s interface configuration submode modifies the operation of a switch XE "switch"  interface.  Table 3 shows selected interface submode commands.  Interface configuration mode can be entered in several ways, including two that are important in the context of the ETSU networking lab:

· interface  vlan  n . Supports the configuration of the switch XE "switch" ’s nth virtual LAN

· interface  fastEthernet  0/n.  Supports the configuration of the switch XE "switch" ’s nth port in its first group of ports.  This command can be abbreviated  interface  fa 0/n.

The Cisco CLI displays the switchname(config-if)#  prompt when the config submode is active. 

5.2.3.3.4    Overview of Config Submode’s Line Submode 
The config mode’s line configuration submode configures terminal-based access to switches, via the switch XE "switch" ’s console port and its 16 vty (virtual terminal) devices, vty 0 … vty 15.  The 16 vty devices support up to 16 concurrent telnet sessions.  

To enter line configuration submode, enter line .  Specify the device name, followed by the device number.  For example,

· line vty 0   enters line configuration submode for vty 0

· line vty 0 15  enters line configuration submode for vtys 0 through 15, inclusive.

From what this author can determine, the preferred approach to configuring vtys would be to configure all vtys at once, on every command.  Users who telnet into a switch XE "switch"  are assigned vtys on a first-come, first-served basis, beginning with vty 0.  Since there is apparently no direct way of controlling what user is assigned to what vty, it would seem reasonable to use the same set of policies to manage all of a system’s vtys.

Line submode commands include

· login authentication, which specifies whether login attempts should be checked against an authentication list;

· login local, which changes a login username;  and 

· login tacacs, which puts a switch XE "switch"  under TACACS authentication control—a topic beyond the scope of this primer.

The Cisco CLI displays the switchname(config-line)#  prompt when the config submode is active.  Here, switchname is the DNS name currently assigned to the switch XE "switch" .

5.3 Overview of the IOS Internal Architecture

A Cisco networking device’s bootstrap routine loads IOS into the switch XE "switch" ’s dynamic (volatile) random-access memory (RAM).  Specifically, IOS is loaded from flash memory, and the initial switch configuration is loaded from NVRAM.

After the bootstrap routine is finished, the dynamic RAM holds all code and data that IOS needs to operate.  This code and data includes  the IOS command interpreter; the IOS operating system per se; tables that capture the device’s current configuration (e.g., tables that define interface speed and operation); tables that capture the network XE "Network" ’s current configuration  (e.g., ARP tables); and any currently executing programs (e.g., ping, traceroute, telnet).

All changes to a networking device’s operating parameters that are made using the device’s configuration commands are, by default, temporary changes.  Configuration commands change copies of the configuration tables held in RAM, rather than the copies held in NVRAM: i.e., the ones that are loaded when a switch XE "switch"  first boots.  These changes will not persist, unless the administrator takes special care to copy the updated configuration into NVRAM.

6.    Using IOS to Manage a Single-Switch, Single-VLAN Network

Cisco 2924 XL switches can be configured in various ways.  Two key factors in switch XE "switch"  configuration are the number of switches and the number of VLANs in the LAN.  Configuring a network XE "Network"  with multiple switches and VLANs potentially increases the usefulness of that network XE "Network" , but does so at a cost of complicating network XE "Network"  administration.  

This document attempts to simplify the description of switch XE "switch"  administration procedures by factoring this description into four sections:  

· Section 6 describes procedures for configuring switches for use in a single-switch XE "switch" , single-VLAN network XE "Network" .

· Section 7 describes procedures for configuring switches for use in a single-switch XE "switch" , multiple-VLAN network XE "Network" ..

· Section 8 describes procedures for configuring switches for use in a multi-switch XE "switch" , single-VLAN network XE "Network" 
· Section 9 describes procedures for configuring switches for multi-switch XE "switch" , multi-VLAN networks. 

The balance of Section 6 is organized into three sections.  The first, Section 6.1, gives an overview of basic problems in single-switch XE "switch" , single-VLAN switch configuration.  The second, Section 6.2, describes the key command sequences for administering a single-switch, single-VLAN switch configuration.  The final, Section 6.3, describes other procedures that are useful for operating a single-switch, single-VLAN network XE "Network" .

6.1    Single-switch XE "switch" , single-VLAN Networks: an Overview

To use a Catalyst 2924 XL to manage a single-switch XE "switch" , single-VLAN network XE "Network" , the administrator must assign a minimum of three configuration parameters to the switch:

· An IP address that uniquely identifies that switch XE "switch"  within the IP address space.

· A netmask that, in conjunction with the switch XE "switch" ’s IP address, identifies IP addresses that are local to the LAN;

· An IP address that uniquely identifies a default gateway: a device, typically a router, responsible for relaying inter-LAN traffic to other LANs.

In the ETSU networking lab, a switch XE "switch"  in a single-switch LAN should be assigned an IP address of the form 10.0.*.2; a netmask of 255.255.240.0; and a router IP address of the form 10.0.*.1.  These assignments are consistent with class A network XE "Network"  configurations that are isolated from the greater Internet.

All traffic through a 2924 XL switch XE "switch" , by default, uses VLAN 1.  This parameter should not be changed for single-switch, single-LAN operation.

6.2    Key Procedures for Administering Single-Switch, Single-VLAN Networks

The current section describes procedures for setting configuration parameters that are critical for managing single-switch XE "switch" , single-VLAN networks.  These procedures include 

· accessing a switch XE "switch" ’s privileged mode of execution; 

· setting a switch XE "switch" ’s network XE "Network"  configuration parameters; 

· viewing a switch XE "switch" ’s current configuration; 

· viewing a switch XE "switch" ’s saved (startup) configuration; and

· saving a switch XE "switch" ’s startup configuration.

6.2.1   Accessing a Switch’s Privileged Mode of Execution

To access a Catalyst 2924 XL’s privileged mode of execution, use the user mode’s enable command.  The standard password for the switches in the ETSU networking laboratory can be obtained from one of the department’s networking instructors.  If this password has been changed, and the changed password has been forgotten, use the procedure described in Section 6.3 to reset the switch XE "switch" ’s enable password.

6.2.2   Setting a Switch’s Network Configuration Parameters

A 2924 XL’s configuration parameters can be assigned automatically or by hand.  Administratively, the best practice for assigning configuration parameters is to automate address assignment, using a DHCP server.  Procedures for making switches work with DHCP operation are beyond the scope of this primer.

Commands for assigning a switch XE "switch" ’s configuration parameters are supported by the privileged mode’s config submode, and its config interface sub-submode.

· To configure a switch XE "switch" ’s IP addresses by hand, use the following commands:

1. Use the appropriate commands to enter config  submode.

2. Use the command interface vlan 1 to enter interface config mode for the switch XE "switch" ’s default VLAN (1).

3. Use the command ip address w.x.y.z 255.255.240.0 to set the switch XE "switch" ’s IP address (here, w.x.y.z) and subnet mask (here, 255.255.240.0—i.e., w.x.y/20).

4. Finish by using the exit command to return to config submode.

· To configure a switch XE "switch" ’s default gateway (i.e., router), use the config submode ip default-gateway command.  For example, the command ip default-gateway 10.0.1.1 directs a switch to relay non-local traffic to IP address 10.0.1.1.

· To configure a switch XE "switch" ’s hostname, use the config submode hostname command.  For example, the command hostname cslab-switch-1 assigns the name cslab-switch-1 to the current switch.  

6.2.3   Viewing a Switch’s Current Configuration

To view a switch XE "switch" ’s current configuration, use the show running-config command.   This command is available from the (top-level) privileged mode of CLI operation.   The show running-config command shows, among other information,

· The current configuration of the switch XE "switch" ’s interfaces, including its 

· port interfaces, and

· VLAN interfaces

· The current configuration of the switch XE "switch" ’s passwords.

6.2.4   Viewing a Switch’s Startup Configuration

A switch XE "switch" ’s startup configuration is the set of parameters that are used on restarts to initialize IOS’s memory-resident configuration tables.  A switch’s startup configuration can be examined in one of two ways:

· with the privileged mode command show startup-config.
· with the privileged mode command more flash:/config.text . This second command assumes that the default settings for the Cisco bootstrap routine are in use.

6.2.5   Saving a Switch’s Current Configuration

By default, changes to a switch XE "switch" ’s configuration are made to that switch’s running configuration:  a set of operating parameters that are

· resident in temporary (system:) memory, but that are

· reset from non-volatile (flash:) memory when a switch XE "switch"  reboots.

To ensure that changes to the running configuration will persist after a restart, copy the running configuration to the startup configuration file, using the privileged mode command copy running-config startup-config.  When asked whether you wish to use the destination file startup-config, resist the urge to enter y, and simply hit enter—unless you really want to store a copy of the running config in a file named flash: y.
6.3    Other Useful Procedures for Administering Single-Switch, Single-VLAN Networks

The current section describes procedures for setting configuration parameters that are important for managing single-switch XE "switch" , single-VLAN networks.  These procedures include 

· viewing a switch XE "switch" ’s interface configuration;

· viewing a switch XE "switch" ’s MAC address and arp table;

· viewing switch XE "switch"  diagnostics;

· setting a switch XE "switch" ’s passwords; and

· recovering from a lost password;

6.3.1   Viewing a Switch’s Interface Configuration

A switch XE "switch" ’s interface configuration for a specific interface may be viewed using the command show interface .  For example, 

· show interface vlan 1  shows the current status of VLAN 1.  Note that individual VLANs are treated as interfaces for configuration purposes.

· show interface  fastEthernet 0/1  shows the current status of Fast Ethernet port 1.   This command shows the current status of the first Fast Ethernet port (/1) in the 0th group (0/) of 24 switch XE "switch"  ports.   The 0/ prefix, though required, is superfluous for a switch like the 2924 XL, which supports only one bank of switch ports (i.e., bank 0).  

The abbreviation show interface fa 0/1 may be used in place of   show  interface  fastEthernet 0/1 

Auxiliary arguments to the show interface command, like the command’s switchport argument, restrict the precise information being displayed.

6.3.2   Viewing a Switch’s MAC Address and ARP Table

A switch XE "switch" ’s MAC address table shows 

· the MAC address for every device in a VLAN that the switch XE "switch"  knows how to access, together with

· the port to use to access that device.  

A switch XE "switch" ’s ARP (address resolution) table shows 

· the MAC address for every device in a VLAN that the switch XE "switch"  knows how to access, together with

·  the IP address currently associated with that MAC address.

To display a switch XE "switch" ’s MAC address table, use the privileged mode command  show mac-address-table.  To display a switch’s ARP table, use the privileged mode command  show arp.  

6.3.3   Viewing Diagnostic Information Related to Switch Operation

Cisco switches support a host of commands for viewing a switch XE "switch" ’s status.  Two commands that are highlighted here are the  show logging  command, which shows the switch’s log file, and the  show diags  command, which shows diagnostic messages concerning switch operating problems.

6.3.4   Setting Switch Passwords

Cisco switches support a mode of operation in which a login server authenticates user logins.  This service, which Cisco refers to as TACACS+, is normally disabled.  TACACS+ authentication control is probably a good choice for user authentication, given the lack of strong IOS native support for user authentication.  However, as TACACS+ requires a login server, this section focuses on built-in commands for user authentication.  

6.3.4.1 Setting the Console Password

A password is not required to access user mode from the switch XE "switch" ’s console.

Initially, a password is not needed to access to privileged exec mode from  the console.  However, a password should be set to protect access to privileged exec mode.  To set the exec mode password, use the configuration submode’s  enable password  or   enable secret  command, as follows:

· The enable password command takes one parameter: the new password.  The command stores the password in the system’s running configuration, in unencrypted form—on principle, a bad idea.  To make the change permanent, the administrator must execute the command   copy running-config  startup-config  following a password change.

· The enable secret is similar to the enable password  command, except in two important ways.  Enable secret, unlike enable password, stores passwords in  running-config  in encrypted form.   Also, the  enable secret  command supersedes the  enable password  command, in that enable authenticates against the “secret” password, if both “standard” and “secret” passwords are present.

6.3.4.2 Setting Vty Passwords

Two passwords are required to access privileged mode in a telnet session:  a first password that enables telnet access to the switch XE "switch" , and a second that supports access to privileged mode from the vty.

The line configuration submode’s password  command resets the telnet password.  The command  password 7 2900xl , which the author has not been able to get to work, ostensibly sets a vty’s password to 2900xl, and encrypts that password in the configuration file.  To save passwords in the configuration file in an unencrypted form, use the command  password 0 2900xl  instead.

The line configuration submode’s enable secret   and   enable password commands reset enable passwords for a switch XE "switch" ’s vtys.  These commands are similar to the configuration submode’s enable secret or enable password commands, as described above.
6.3.5   Recovering from a Lost Password

Use the following procedure to recover from a lost password:

1. Power down the switch XE "switch" .

2. Connect a console terminal to the switch XE "switch" .  Set the emulation software for 9600 bps, 8 data bits, 1 stop bit.

3. While holding down the front panel’s Mode button, restart the switch XE "switch" .  Release the Mode button a second or two after the LED above Port 1X goes off.  

4. Verify that the console shows the following message:

The system has been interrupted prior to initializing the flash file system. The following commands will initialize the flash file system, and finish loading the operating system software:

flash_init

load_helper

boot     

5. Initialize the flash file system, using the command   flash_init  

6. Load any helper files, using the command   load_helper   [note: none are currently in use.]

7. Display the contents of flash memory, using the command   dir flash:
Verify that flash: contains a file named config.txt.

8. Rename the configuration file to config.text.old, using the command   rename flash:config.text flash:config.text.old   Note:  renaming  config.txt  prevents the current configuration from being loaded on switch XE "switch"  startup, thereby bypassing the current password.

9. Boot the system, using the command    boot    Enter N in response to the prompt that asks if you wish to start the setup program.   Note: this command will boot the switch XE "switch"  without loading the previous configuration parameters.

10. At the switch XE "switch"  prompt, use the  enable  command to enter privileged EXEC mode.

11. Rename the configuration file to its original name, using the command   rename flash:config.text.old  flash:config.text   
12. Copy the configuration file into memory, using the command   copy flash:config.text  system:running-config    Enter  a return after the prompts that ask you to confirm the name of the source and destination files.  Note: actions 11 and 12 restore the configuration, as it was before the procedure was started.

13. Change the password, using the configuration submode  enable secret  or  enable password  commands.

14. Write the running configuration to the startup exec file, using the privileged mode  copy  running-config  startup-config   command.

7.    Using IOS to Manage a Single-Switch, Multiple-VLAN Network

7.1    Single-Switch, Multiple-VLAN Networks:  An Overview

Catalyst 2924 XL switches support the ability to segregate traffic through the switch XE "switch" , on a per-port basis.  A group of ports that are aggregated into a common domain for the purpose of forwarding messages is referred to as a virtual LAN or VLAN for short.

A 2924-XL-based virtual LAN can be administered in one of several ways:

· Using a protocol, VMPS, which supports quality-of-service access to switch XE "switch"  bandwidth, and requires a Cisco 5000-series switch to administer;
· Using a protocol, VTP, which supports the automatic configuration of VLANs across a cluster of switches;
· By hand, using a switch XE "switch" ’s interface configuration mode.
Configuring a VLAN involves, at a minimum, determining the ports that participate in the VLAN, and determining each port’s mode of participation in a switch XE "switch" ’s VLANs.  2924 XL switches support four modes of port participation:

· Static-access.  A port is manually assigned to exactly one VLAN.
· Multi-access.  A port is manually assigned to two or more VLANs.  Typically, multi-access ports are used to support a router or equivalent device that moves traffic between VLANs.
· Trunk.  A port is being used to support VLANs that span two or more switches XE "switch" .
· Dynamic-access. A port is dynamically assigned to exactly one VLAN by a protocol like VMPS.
This section focuses on VLAN configurations that use only static access and multi access ports.  

7.2    Key Procedures for Administering Single-Switch, Multiple-VLAN Networks

The current section describes procedures for setting configuration parameters that are critical for managing single-switch XE "switch" , single-VLAN networks.  These procedures include 

· viewing a switch XE "switch" ’s current VLAN configuration;  and

· assigning a port to a VLAN.

7.2.1   Viewing a Switch’s Current VLAN Configuration

The privileged mode command show vlan  shows the status of a switch XE "switch" ’s VLANs.   Useful forms of this command include 

· show vlan brief , which shows a summary of switch XE "switch"  VLAN data, and

· show vlan id n  ,  which shows the configuration of the VLAN numbered n.

7.2.2   Assigning a Port to a VLAN

To assign a port to a VLAN, use the interface config submode’s   switchport command, as follows:

· Enter the switch XE "switch" ’s config submode.

· From config submode, enter interface config submode by specifying the interface to configure: e.g., interface fa 0/3.   

· Change the port’s access mode, if desired, using either of two commands:   switchport mode multi   or switchport mode access.   The latter command also assigns a port, by default, to VLAN 1.

· Finally, set the port’s VLANs.  

· To assign a port to a single VLAN, use switchport access vlan.  This command takes a single parameter: the id of the VLAN to which to assign the port.

· To assign a port to multiple VLANs, use switchport multi vlan.  This command takes a comma-separated list of VLANs for the current port.  These VLANs can either be individual numbers, or hyphenated ranges.    

Important: the switchport multi vlan command will not work correctly unless a switch XE "switch"  port’s mode of operation has first been set to multi, using switchport mode multi.
7.3    Other Useful Procedures for Administering Single-Switch, Multiple-VLAN Networks 

7.3.1   Disassociating an IP Address and Subnet Mask from a VLAN

To disassociate an IP address/subnet mask pair from a VLAN N, use the privileged mode command clear ip address.  For example, to disassociate IP address 192.168.1.14 and net mask 255.255.255. - From VLAN 10, use the command 


clear  ip  address  vlan  10  192.168.1.14  255.255.255.0
7.3.2   Changing a Switch’s Management VLAN

A switch XE "switch" ’s management VLAN is the VLAN to which the switch itself belongs, from the standpoint of explicit switch-network XE "Network"  device communication.  The default management VLAN for Cisco switches is VLAN 1.  

The config mode’s  cluster management-vlan  command changes a switch XE "switch" ’s management VLAN.  If there are good reasons for changing a switch’s management VLAN, however, they are not readily apparent to the primer’s author.
8. Using IOS to Manage a Multi-Switch, Single-VLAN Network  

 [source:  http://www.cisco.com/univercd/cc/td/doc/product/lan/c2900xl/29_35xu/scg/kiclust.htm ]
8.1 Multi-Switch, Single-VLAN Networks:  An Overview 

To use a Catalyst 2924 XL XE "Catalyst 2924 XL"  to manage a multi-switch, single-VLAN network, the administrator must create a cluster. A cluster is a set of switches that operate as a single network relay.  Reasons for using a cluster instead of a single switch include the need to support more than 24 devices, and the desire to provide backup switches in case of switch failure.

Every cluster has a single command switch that controls the cluster.  A command switch must satisfy two requirements.

· The command switch must have an IP address to allow it to accept commands, via IP-based protocols.

· It should not be a command or member switch of another cluster. 

Once a cluster’s command switch has been initialized, other switches may be added to a cluster.  Each of these switches must satisfy following requirements:

· A candidate switch should not be a member or command switch of another cluster. 

· The Management VLAN of a member switch should match the command switch’s management VLAN, because only one Management VLAN may be active throughout the cluster. 

A switch that is added to a cluster as a non-command switch may have an IP address, but this is not required.

8.2 Key Procedures for Administering Multi-Switch, Single-VLAN Networks   

8.2.1 Overview 

The current section describes procedures for setting configuration parameters that are critical for managing multi-switch networks that support a single VLAN. These procedures includes

· Cluster setup: initializing a cluster, enabling and creating a command switch.

· Commands for use during normal cluster operation: adding switches, displaying an inventory of cluster switches, removing switches, determining why a switch isn’t added to a cluster.

· Cluster teardown: undoing a cluster.
8.2.2 Setup

8.2.2.1 Initializing the cluster

A cluster is initialized through a three step process. Initially, an IP address is assigned to the command switch. Then, a check is made to ensure that all switches have the same management VLAN. Finally, all the member switches are connected to the command switch.   

8.2.2.2 Enabling and creating a command switch

 Enter into configuration privileged mode on the command switch and enter the cluster enable command. 
Once the command switch has been enabled for use in a cluster, a cluster can be created by the cluster setup XE "cluster setup"  command on the command switch.  Cluster setup XE "cluster setup"  command is an interactive command: it asks the user a series of questions that permit the user to accept or reject cluster configuration parameters.
8.2.3 Normal operation

8.2.3.1 Adding members to a cluster

To add switches to a cluster, first obtain the switches’ mac addresses, using the show cluster candidates command. Then, use the command cluster member mac-address hw –addr to add candidate switches as member switches.  For example, the command cluster member 00e0.1e9f.8300 adds the candidate switch with the mac address 00e0.1e9f.8300 to the current cluster.  A second form of this command, cluster member n 00e0.1e9f.8300 , can be used to assign a numeric identifier to the switch when that switch is added to the cluster.
8.2.3.2 Displaying an inventory of all cluster switches

The command show cluster member displays cluster members.
8.2.3.3 Removing a member from a cluster

Cluster members are removed from a cluster by entering commands on a command switch, using the privileged mode’s no cluster member command.  Specifically, no cluster member n removes switch n from the current cluster. 

To verify that a member has been removed enter the command show cluster members which displays  member switches.

Warning: cluster members cannot be removed from the cluster by entering commands on the member switch. Entering the commands on the member switch causes the command switch to treat a member switch as if it were down.

8.2.3.4 Determining why a switch isn’t added to a cluster

Two kinds of port configuration conflicts can prevent the switch from being added to a cluster:
· The member switch is connected to the cluster with a VLAN that is not the cluster’s management VLAN.
· A member switch is connected to the command switch through a network port: a port that reduces traffic by allowing  traffic destined for an unknown address to flow through it instead of flooding traffic to other ports.

Before connecting a switch to the cluster make sure that above conflicts will not arise. 

8.2.4 Teardown
Tear down the cluster by entering the command no cluster run on all switches including the command switch in configuration privileged mode.  Then, undo the wiring from the command switch and the candidate switches.
8.3 Redundant Clusters   
8.3.1 Overview

A redundant cluster is a cluster that has a standby switch.  This standby switch automatically replaces a command switch when the command switch fails, thereby allowing the cluster to continue operating. A redundant cluster is configured using the Hot Standby Routing Protocol (HSRP). HSRP is a protocol that transfers control to another switch when the command switch fails. An HSRP group consists of a command switch and all cluster members that qualify to act as a command switch. Before joining in HSRP group all members in a group must have an IP address because they may become the command switch. An HSRP group is assigned with a virtual IP address. A cluster with an HSRP group is managed through this virtual IP address, and not through the command switch IP address. 

8.3.2 Configuring HSRP 

Configuring HSRP in the cluster is a three step process. This is done by executing the following commands in sequence, on all cluster members, including the command switch.

1. Beginning in interface privileged mode for cluster management VLAN, for each switch in the group, execute the following three commands:

standby number ip
assigns a number and a virtual IP address to the HSRP group 

standby number name
assigns a name to the HSRP group that connects the group to the command switch 

standby number priority number   
assigns a priority to a switch. When a command switch fails, the backup switch with the highest priority becomes the new command switch. The highest priority is given to the initial command switch, whose default priority is 100.

2. Once all the individual switches have been configured, verify the standby group configuration using the command show running-config.
3. Bind the HRSP group to the cluster using the command cluster standby-group on the command switch.

The command standby number preempt allows a switch to reacquire its original priority after that switch is brought back on line. When a standby switch is acting as a command switch and the original command switch is restored to the configuration, then this command returns control to the original command switch.

8.3.3 Teardown

A member of an HSRP group can be removed by entering the following privileged mode commands in sequence on the switch to be removed. 
no standby number ip
removes the virtual IP address 
no standby number name                               removes the group name

no standby number priority number
removes the priority 

no standby number preempt                  
removes priority configuration (needed only if standby mode has been preempted, using  standby number preempt )
An HSRP group can be removed from the cluster by adding the command no cluster-standby to the above commands on the command switch.

8.3.4 Other procedures

If a command switch fails, and a standby switch is not configured for use, then the cluster can be reactivated in one of two ways.  The command switch can be replaced with a member switch.  Alternatively, the command switch can be replaced with a new switch.  The methods are almost the same, except that, in order to replace the command switch with a member switch, the member switch should be removed from the cluster before assigning it the command switch’s IP address, then reentered into the cluster.  Note that a member switch that replaces a command switch should satisfy the command switch requirements.  

The following procedure is recommended for changing switches.  First, remove the command switch from the cluster by undoing the wiring and replacing the command switch with a new switch or with an existing suitable member switch.  Make sure that all connections are done correctly when the switch is rewired. Enter into privileged mode on the new command switch using the password for the old command switch. If the replaced switch is a cluster member then it has to be removed from the cluster. Configure IP address, net mask, default gateway, hostname, secret password and telnet password using the setup command in privileged mode on the replaced command switch.  
9.  Using IOS to Manage a Multi-Switch, Multi-VLAN Network

[source: http://www.cisco.com/univercd/cc/td/doc/product/lan/cat5000/rel_4_2/config/vlans.htm]   

Cisco 2924 XL switch clusters can be configured to support VLAN sharing: access to a single VLAN by two or more switches. VLAN sharing is accomplished by establishing logical links among the switches. This linking, in turn, is accomplished by enabling the appropriate protocols for VLAN sharing.   

In a multi-switch, multi-VLAN network, two types of VLAN links are used to connect switches:
· Access links: a part of only one VLAN, a native VLAN of the port, and does the job for single VLAN environment. 

· Trunk links: a link that carries multiple VLANs in a network. A trunk link is same as an uplink between hubs and as a rule is connected between fast switch ports on two different switches using a crossover cable.  
For multiple VLANs on multiple switches to be able to communicate, switches must use a process called trunking; a method that carries a link that allows information from multiple VLANs to be exchanged between switches.

Cisco switches use two types of protocols to manage multi-switch VLANs:

· VLAN link protocols: point to point protocols that carry traffic among multiple VLANs and allow VLANs to be extended from one switch to another. These protocols are also known as trunking protocols.  Cisco switches can be configured to use one of four such protocols:

· IEEE 802.10

· IEEE 802.1Q

· Inter-Switch Link (ISL)

· LAN Emulation

· VLAN management protocols: layer 2 messaging protocols that manage and distribute VLAN configuration information across switched internets.  The standard Cisco VLAN management protocol is the somewhat misnamed VTP (VLAN Trunking Protocol).
9.1 Multiple-Switch, Multiple-VLAN Networks:  An Overview 

To use a Catalyst 2924XL switch to manage multiple-switch, multiple-VLAN networks, the administrator must configure VTP.  Configuring VTP involves configuring every switch in the VTP domain to operate in one of three modes: 

· Server mode. Server mode is configured by default. It allows for creating, modifying, and deleting VLANs for the management domain (VTP domain). At least one switch should configure in server mode in the VTP domain.

· Client mode.  Client mode supports exactly same functions as server mode, except it cannot be used to change the VLAN configuration:  i.e., to create, delete, or modify VLANs.

· Transparent mode. In transparent mode switches do not take part in any VTP functions. They send VTP information if the transparent switch sits between two switches that share a common VLAN, but remain ignorant of VLAN changes in the VTP domain.

9.2 Key Procedures for Administering Multiple-Switch, Multiple-VLAN Networks   

9.2.1 Overview
The current section describes procedures for setting configuration parameters that are important for managing multi-switch, multi VLAN networks. These procedures include the following:

· VLAN setup: configuring VLAN trunk link, configuring VTP.

· Normal VLAN operation: Disabling a trunk port, adding switches to domain, disable VTP on a switch.

· VLAN teardown:  Disabling VTP and undoing wiring 

9.2.2 Setup

9.2.2.1 Configuring VLAN trunk link  

The VLAN trunk link is configured using the switchport mode trunk command in interface mode on the desired port.
 9.2.2.2 Configuring VTP
VTP can be configured in two ways: VTP server mode or VTP client mode. In order to allow VTP to manage VLANs across a switched internetwork, one must assign one or more switches as a VTP server. A VTP server is configured by entering the following privileged mode commands in sequence.

set vtp domain

define VTP domain name

set vtp mode server 
place the switch in server mode

set vtp passwd

(optional) set password for the vtp domain
show vtp domain

verify the vtp configuration
A VTP client is configured by set vtp mode client command in privileged mode

9.2.3 Normal operation

9.2.3.1 Disabling a trunk port

Trunking on a port is disabled by returning that port to its default static access mode.  This can be done by using the command no switchport mode from interface sub privileged mode on the desired port.

9.2.3.2 Adding a switch to a domain 

When adding new switches to an existing domain, add them in VTP client mode.   
Each switch in a VTP domain should have a unique password.  A switch’s password puts VTP into secure mode.  The following three commands should be used to add a switch to the domain:
· set vtp domain 


It sets switch domain to an existing VTP domain
· set vtp mode client


puts switch mode as client
· set vtp passwd (optional)

puts switch in secure mode
9.2.3.3 Disabling VTP on a switch 
VTP is disabled on a switch by putting the switch in transparent mode. To disable VTP on a switch do the following command in privileged mode.

set vtp mode transparent              

place switch in VTP transparent mode.
9.2.4 Teardown

Tear down VTP by first disabling VTP on all switches using the command no VTP server/client/transparent on VTP servers, clients and transparent mode switches, respectively.  Then disable trunk ports on switches using the command no switchport mode and undoing wiring from all the switches.

9.3 Other Procedures for Administering Multiple-Switch, Multiple-VLAN Networks

VTP pruning. VTP pruning limits VLAN traffic on trunk link and increases network bandwidth. It also filters network traffic on trunk links, such as broadcast, multicast, and unicast. If a message is sent to particular VLAN in VTP then it is sent to all other switches whether those switches have that VLAN or not. Message propagation can be restricted by enabling VTP pruning. VTP pruning is enabled by using the command set vtp pruning enable on any of the VTP servers in the VTP domain. VTP pruning also can be disabled on a particular VLAN using clear vtp pruneeligible. VTP pruning for all VLANs is disabled by the command set vtp pruning disable.
10. Using Edge Routers to Support VLAN Operation
10.1 Overview of routers

A router is a network relay device that connects two or more logically distinct networks, and that guides packets between these networks. A router can be a dedicated computer with special routing software.  More often, however, routers are separate, specially configured, standalone devices, like the Cisco 2514.
A router decides how to guide a packet using tables that associates packet destinations with router ports.  These tables may be maintained statically or dynamically.  Sometimes, network administrators enter associations between sets of destination addresses and ports by hand.  However, routers—particularly routers for larger networks—also support protocols that dynamically discover the network’s topology, then compute routes, based on the information they discover.  These computations are often done at the router, using distance and cost algorithms to determine the best route for a given packet.
A router is located at any place where one network must interface to another, including each Internet point-of-presence. A router is often included as part of a network switch. 
10.2 Configuring VLANs in conjunction with edge routers

When a switch needs to send a packet from a port on one VLAN to port on another VLAN, the switch must find a path on which to send the packet. This forwarding of packets between VLANs is accomplished using a technique known as edge routing.  Edge routing is the use of a single router to route traffic between one or more virtual local area networks (VLANs) that are part of a common physical network.

Each VLAN on the switch requires its own router port on the router to send and receive packets. Each router port has an address on each VLAN. For example if there are two VLANs in a switch then the router needs two ports assigned for it—one per VLAN—to allow communication between the VLANs. The router uses a layer 3 protocol such as IP or IPX to route between the VLAN.

To allow for inter-VLAN communication, a port forwards a packet intended for another VLAN to its default gateway. The default gateway in an edge-routed network configuration is an edge router that supports communication between each of the VLANs on the switch. The edge router receives the packet and forwards it to the port located in the separate VLAN. 
10.3 Routing between VLANs in a Cisco 2924XL using Cisco 2514
This section describes a specific use of an edge router to forward traffic between two sample VLANs.  For this example, we will assume that a Cisco 2924XL switch has been configured with two VLANs, VLAN1 and VLAN2.

The above figure shows a switch that is configured with a set of VLANs and an edge router.

Assume that two ports, 10.0.0.3 on VLAN1 and 10.0.37.5 on VLAN2, are attempting to communicate. The packet sent from 10.0.0.3 enters the switch and is forwarded to VLAN1 network’s gateway—i.e., the appropriate port on the edge router—to find the correct path to the destination. The edge router decides where to send the packet using the IP address of the destination port and its routing table. Finally the edge router forwards the packet to the router port associated with the VLAN that hosts 10.0.37.5. 

11. Advanced Features for Managing Cisco Switched Networks [pending]

[Possible topics (cf. http://127.0.0.1:8080/cc/td/doc/product/lan/c2900xl/29_35xu/scg/kiconfig.htm):

· port grouping—i.e., explicit support for downward multiplexing.   

· port monitoring.  

· port flooding control:  packet storm control; flooding blocking; port disabling

· configuring the DNS

· configuring SNMP

· configuring NTP

· managing ARP

· supporting per-port security

· managing CDP, the Cisco neighboring device discovery protocol

· managing multicast

· managing spanning tree creation

· managing unidirectional link detection

· configuring private VLAN edge ports 

· configuring TACACS+

· supporting voice over IP]

[More possible topics (cf. http://127.0.0.1:8080/cc/td/doc/product/lan/c2900xl/29_35xu/scg/kivlan.htm):

· supporting VTP   

]

[More possible topics (cf. http://127.0.0.1:8080/cc/td/doc/product/lan/c2900xl/29_35xu/scg/kiclust.htm):

· redundant clusters   

· configuring SNMP for clusters

]

[More possible topics (cf. http://127.0.0.1:8080/cc/td/doc/product/lan/c2900xl/29_35xu/scg/kigrphs.htm):

· performance graphs

]

[More possible topics (cf. http://127.0.0.1:8080/cc/td/doc/product/lan/c2900xl/29_35xu/scg/kitrbl.htm):

· recovering from lost or corrupted software

]
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Appendix A:  Selected Cisco switch XE "switch"  command lists
	Table A-1:  Cisco IOS unprivileged mode show commands

	Show command primary option
	Show command secondary option
	
	What the command displays

	class-map 
	     
	
	QoS Class Map

	clock
	
	
	the system clock

	cluster
	
	
	cluster status, summary of the cluster to which switch XE "switch"  belongs

	
	candidates
	
	switches that are not current cluster members but could be.

	
	members
	
	information about all members in a cluster

	diags
	
	
	runtime diagnostic info

	exception 
	             
	
	exception information

	flash:
	
	
	information about flash: file system        

	hosts
	
	
	IP domain-name, lookup style, nameservers, and host table

	location
	
	
	the system location

	ntp
	
	
	information on NTP (network XE "Network"  time protocol)

	
	associations
	
	the status of NTP associations.

	
	status
	
	the status of NTP.

	policy-map
	
	
	QoS Policy Map

	queue
	
	
	queue contents

	queueing
	
	
	queueing configuration

	rmon
	
	
	rmon statistics

	sessions
	
	
	information about Telnet connections

	snmp
	
	
	snmp statistics

	spanning-tree
	
	
	spanning tree topology

	tacacs
	
	
	tacacs+ server statistics

	terminal
	
	
	terminal configuration parameters

	udld
	
	
	UniDirectional Link Detection (UDLD) status information

	users
	
	
	information about terminal lines

	version
	
	
	the firmware version for the switch XE "switch"  or module.

	vlan
	
	
	information about a VLAN.

	vtp
	
	
	general information about VTP management domain 

	
	counters
	
	information on VTP counters

	
	status
	
	VTP status information

	Table A-2:  Cisco IOS unprivileged mode terminal commands

	Terminal command option
	
	Purpose of command

	data-character-bits
	
	Size of characters being handled

	databits
	
	Set number of data bits per character

	default
	
	Set a command to its defaults

	domain-lookup
	
	Enable domain lookups in show commands

	download
	
	Put line into 'download' mode

	editing
	
	Enable command line editing

	escape-character 
	
	Change the current line's escape character

	exec-character-bits
	
	Size of characters to the command exec

	flowcontrol
	
	Set the flow control

	full-help
	
	Provide help to unprivileged user

	help
	
	Description of the interactive help system

	history
	
	Enable and control the command history function

	international
	
	Enable international 8-bit character support

	ip
	
	IP options

	length
	
	Set number of lines on a screen

	no
	
	Negate a command or set its defaults

	notify
	
	Inform users of output from concurrent sessions

	padding
	
	Set padding for a specified output character

	parity
	
	Set terminal parity

	rxspeed
	
	Set the receive speed

	special-character-bits
	
	Size of the escape (and other special) characters

	speed
	
	Set the transmit and receive speeds 

	start-character
	
	Define the start character

	stop-character
	
	Define the stop character

	stopbits
	
	Set async line stop bits

	terminal-type
	
	Set the terminal type

	transport
	
	Define transport protocols for line

	txspeed
	
	Set the transmit speeds

	width
	
	Set width of the display terminal


	Table A-3:  Cisco IOS privileged mode clear command options (selected)

	Option
	
	Purpose of option

	access-list
	
	access lists

	access-template
	
	access templates

	cdp
	
	config data from Cisco discovery protcol

	cgmp
	
	multicast addresses/router ports

	controllers
	
	interface controllers

	counters
	
	Interface packet counters

	host
	
	Host table entries

	interface
	
	Hardware logic on an interface

	line
	
	Reset a terminal line

	logging
	
	Logging buffer

	mac-address-table
	
	MAC forwarding table

	TCP
	
	TCP connections, statistics

	vmps
	
	VLAN data

	vtp
	
	Virtual terminal domains


	Table A-4:  Cisco IOS privileged mode show command options (selected)

	Option
	
	What the command displays

	cgmp
	
	multicast addresses/router ports

	env
	
	status of the 3524-PWR-XL switch XE "switch"  fans and temperature

	file systems
	
	information about local and remote file systems

	interface
	
	administrative and operational status of a switching port

	mac-address-table
	
	MAC address table

	port block
	
	blocking of unicast and multicast filtering for a port

	port group
	
	ports that are assigned to groups

	port led
	
	switch XE "switch"  port LED colors

	port monitor
	
	ports that have port monitoring enabled

	port network XE "Network" 
	
	network XE "Network"  ports on the switch XE "switch" 

	port protected
	
	ports that are port protected mode

	port security
	
	ports that have port security enabled

	port storm-control
	
	setting of broadcast-storm control

	power inline
	
	power status for the specified port or all ports

	rps
	
	status of the Cisco Redundant Power System

	startup-config
	
	switch XE "switch" ’s startup configuration

	tacacs
	
	Terminal Access Controller Access System Plus (TACACS+) server statistics

	vmps
	
	VQP version, reconfirmation interval, retry count, server IP addresses,

and current and primary servers

	vmps statistics
	
	VQP client-side statistics
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Table 3:  Cisco IOS interface config submode commands (selected)�
�
Command�
Option(s)�
�
Purpose of command�
�
duplex �
�
�
Specifies the duplex mode of operation for a port.�
�
flowcontrol�
�
�
Controls traffic rates during congestion.�
�
ip �
address�
�
Sets a primary or secondary IP address of a VLAN interface�
�
ntp�
�
�
Controls ntp operation on specified interface�
�
�
broadcast client�
�
Allows system to receive NTP broadcast packets on port�
�
�
broadcast destination�
�
Configures an NTP server or peer to restrict broadcast of  NTP frames to the IP address of a designated client or peer.�
�
�
broadcast key�
�
Configures NTP server or peer to broadcast NTP frames with authentication key embedded into the NTP packet�
�
�
broadcast version�
�
Specifies a port to send NTP broadcast packets�
�
�
disable�
�
Prevents a port from receiving NTP packets.�
�
�
�
�
�
�
port�
�
�
Specifies port operating parameters�
�
�
block�
�
Prevents flooding of unknown destination MAC addresses and multicast addresses on port.�
�
�
group�
�
Places a port into a port aggregation group.�
�
�
monitor�
�
Implements port monitoring on this port�
�
�
network�
�
Enables a port as the network port for a VLAN.�
�
�
protected�
�
Isolates unicast, multicast, and broadcast traffic at Layer 2 from other protected ports on the same switch�
�
�
security�
�
Enables port security on a port.�
�
�
storm-control�
�
 Disables broadcast, multicast, or unicast traffic if too many packets are seen on this port.�
�
shutdown �
�
�
Disables a port.�
�
spanning-tree�
�
�
Determine port-specific spanning tree parameters�
�
�
cost�
�
Sets a different path cost.�
�
�
portfast�
�
Enables the Port Fast option on the switch.�
�
�
port-priority�
�
Configures the STP priority of a port.�
�
�
rootguard�
�
Enables root guard feature for all VLANs associated with specified port. Controls which ports are allowed as STP root ports.�
�
speed �
�
�
Specifies the speed of a port.�
�
switchport �
�
�
Configures port VLAN operation�
�
�
access�
�
Configures a port as an access or dynamic VLAN port.�
�
�
mode�
�
 Configures the VLAN membership mode of a port.�
�
�
multi�
�
Configures a port to be a multi-VLAN port.�
�
�
priority�
�
Configures port priority for untagged (native Ethernet) frames to provide quality of service (QoS). Also sets priority of frames received by appliance connected to specified port.�
�
�
trunk allowed vlan�
�
Controls which VLANs can receive and transmit traffic on trunk.�
�
�
trunk encapsulation�
�
Sets the encapsulation format on the trunk.�
�
�
trunk native�
�
Sets native VLAN for untagged traffic when in IEEE 802.1Q trunking mode.�
�
�
trunk pruning�
�
Sets list of VLANs enabled for VTP pruning whenport is in trunking mode.�
�
�
voice vlan�
�
Sets the voice VLAN on the port.�
�
udld�
�
�
Enables/disables UDLD (unidirectional routing loop detection).�
�






Table 2:  Cisco IOS privileged mode commands (selected)�
�
Command�
Option(s)�
�
Purpose of command�
�
access-enable�
�
�
Create a temporary access list entry�
�
�
Host�
�
Enable a specific host only�
�
�
timeout�
�
Maximum idle time to expire this entry�
�
access-template�
�
�
Create a set (?) of temporary access list entries�
�
�
<100-199>�
�
IP extended access list�
�
�
<2000-2699>�
�
IP extended access list (expanded range)�
�
archive�
�
�
manage archive files�
�
�
tar�
�
List or extract files in a tar image�
�
cd�
�
�
Change working directory�
�
�
bs:, flash:, null:, nvram:,


system:, xmodem:, ymodem:        �
�
Directory names�
�
clear�
�
�
Clears specified information from switch database


(See Table A-2, appendix A, for options)�
�
clock�
set�
�
Set time, date�
�
cluster�
setup�
�
Initialize cluster�
�
configure�
�
�
Enter configuration mode�
�
�
memory�
�
Configure from NV memory�
�
�
network�
�
Configure from a TFTP network host�
�
�
overwrite-network�
�
 Overwrite NV memory from TFTP network host�
�
�
terminal�
�
 Configure from the terminal�
�
copy�
�
�
Copy from one file to another�
�
debug�
�
�
Enable debugging functions�
�
delete�
�
�
Delete a file�
�
dir�
�
�
List files on a filesystem�
�
disable�
�
�
Turn off privileged commands�
�
�
<0-15> �
�
Privilege level to go to �
�
erase�
�
�
Erase a filesystem�
�
format�
�
�
Format a filesystem�
�
fsck�
�
�
Run an integrity check on a filesystem�
�
lock�
�
�
Lock a terminal�
�
more�
�
�
Display the contents of a file�
�
no�
�
�
Disable a specific debugging function�
�
pwd�
�
�
Display working directory�
�
reload�
�
�
Halt and do a cold restart�
�
rename�
�
�
Rename a file�
�
rmdir�
�
�
Remove existing directory�
�
rsh�
�
�
Execute a remote command�
�
show�
�
�
Shows specified information from switch database


(See Table A-4, appendix A, for options)�
�
test�
�
�
Test subsystems, memory, and interfaces�
�
udld�
�
�
UDLD protocol commands�
�
undebug�
�
�
Disable debugging functions�
�
verify�
�
�
Verify a file�
�
vmps�
�
�
VMPS (VLAN statistics) actions�
�
write�
�
�
Write running configuration to memory, network, or terminal�
�






Table 1:  Cisco IOS user mode commands (selected)�
�
Command�
Option�
�
Purpose of command�
�
connect�
�
�
Create network connection to specified IP address/hostname�
�
disconnect�
�
�
Disconnect an active network connection�
�
�
<1-20>�
�
Disconnect by connection number�
�
�
WORD�
�
Disconnect by connection name�
�
enable�
�
�
Enter privileged command mode�
�
�
<0-15>�
�
Level of privilege to enable  (default: 15)�
�
exit�
�
�
Exit from the executive�
�
help�
�
�
Describe the interactive help system�
�
name-connection�
�
�
Name an existing network connection�
�
ping�
�
�
Ping remote host�
�
rcommand�
�
�
Execute named command on another switch in cluster.  �
�
show�
�
�
Show running system information 


(See Table A-1, appendix A, for options)�
�
systat�
�
�
Display information about terminal lines�
�
�
all�
�
Include information about inactive ports�
�
telnet�
�
�
Open a telnet connection�
�
�
WORD�
�
Name of remote system�
�
terminal�
�
�
Set terminal line parameters 


(See Table A-2, appendix A, for options)�
�
traceroute�
�
�
Trace route to destination�
�
�
WORD�
�
Trace route to destination address or hostname�
�
�
ip�
�
IP trace�
�
where�
�
�
List active connections�
�






Figure 2.  Connecting a laptop computer to a switch.  (from Catalyst 2900 Series XL Switches Quick Start Guide)
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Figure 10.1.  Basic Edge Router Configuration
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